
Pinheiro da Silva, P. et al.

Paper:

How AI-Type Uncertainty Ideas Can Improve Inter-Disciplinary
Collaboration and Education: Lessons from a Case Study

Paulo Pinheiro da Silva, Aaron Velasco, Olga Kosheleva, and Vladik Kreinovich
University of Texas at El Paso, El Paso, TX 79968, USA

E-mail: {paulo@, velasco@geo., olgak@, vladik@}utep.edu
[Received February 10, 2010; accepted April 10, 2010]

In many application areas, there is a need for inter-
disciplinary collaboration and education. However,
such collaboration and education are not easy. On
the example of our participation in a cyberinfrastruc-
ture project, we show that many obstacles on the path
to successful collaboration and education can be over-
come if we take into account that each person’s knowl-
edge of a statement is often a matter of degree – and
that we can therefore use appropriate degree-based
ideas and techniques.
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1. Cyberinfrastructure: A Brief Overview

Before we start explaining the problems of inter-
disciplinary communication and our proposed solution to
this problem, let us first briefly describe the context of cy-
berinfrastructure in which our inter-disciplinary commu-
nication took place.

1.1. Practical Problem: Need to Combine
Geographically Separate Computational
Resources

In different knowledge domains in science and engi-
neering, there is a large amount of data stored in differ-
ent locations, and there are many software tools for pro-
cessing this data, also implemented at different locations.
Users may be interested in different information about this
domain.

Sometimes, the information required by the user is al-
ready stored in one of the databases. For example, if we
want to know the geological structure of a certain region
in Texas, we can get this information from the geological
map stored in Austin. In this case, all we need to do to get
an appropriate response from the query is to get this data
from the corresponding database.

In other cases, different pieces of the information re-
quested by the user are stored at different locations. For
example, if we are interested in the geological structure
of the Rio Grande Region, then we need to combine data
from the geological maps of Texas, New Mexico, and the

Mexican state of Chihuahua. In such situations, a correct
response to the user’s query requires that we access these
pieces of information from different databases located at
different geographic locations.

In many other situations, the appropriate answer to the
user’s request requires that we not only collect the relevant
data x1, . . . ,xn, but that we also use some data processing
algorithms f (x1, . . . ,xn) to process this data. For exam-
ple, if we are interested in the large-scale geological struc-
ture of a geographical region, we may also use the gravity
measurements from the gravity databases. For that, we
need special algorithms to transform the values of grav-
ity at different locations into a map that describes how the
density changes with location. The corresponding data
processing programs often require a lot of computational
resources; as a result, many such programs reside on com-
puters located at supercomputer centers, i.e., on comput-
ers which are physically separated from the places where
the data is stored.

The need to combine computational resources (data and
programs) located at different geographic locations seri-
ously complicates research.

1.2. Centralization of Computational Resources
– Traditional Approach to Combining
Computational Resources; its Advantages and
Limitations

Traditionally, a widely used way to make these compu-
tational resources more accessible was to move all these
resources to a central location. For example, in the geo-
sciences, the US Geological Survey (USGS) was trying
to become a central repository of all relevant geophysical
data. However, this centralization requires a large amount
of efforts: data is presented in different formats, the ex-
isting programs use specific formats, etc. To make the
central data repository efficient, it is necessary:

• to reformat all the data,

• to rewrite all the data processing programs – so that
they become fully compatible with the selected for-
mats and with each other, etc.

The amount of work that is needed for this reformatting
and rewriting is so large that none of these central repos-
itories really succeeded in becoming an easy-to-use cen-
tralized database.
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1.3. Cyberinfrastructure – a More Efficient
Approach to Combining Computational
Resources

Cyberinfrastructure technique is a new approach that
provides the users with the efficient way to submit re-
quests without worrying about the geographic locations of
different computational resources – and at the same time
avoid centralization with its excessive workloads. The
main idea behind this approach is that we keep all (or at
least most) the computational resources

• at their current locations,

• in their current formats.

To expedite the use of these resources:

• we supplement the local computational resources
with the “metadata,” i.e., with the information about
the formats, algorithms, etc.,

• we “wrap up” the programs and databases with aux-
iliary programs that provide data compatibility into
web services,

and, in general, we provide a cyberinfrastructure that uses
the metadata to automatically combine different compu-
tational resources.

For example, if a user is interested in using the gravity
data to uncover the geological structure of the Rio Grande
region, then the system should automatically:

• get the gravity data from the UTEP and USGS grav-
ity databases,

• convert them to a single format (if necessary),

• forward this data to the program located at San Diego
Supercomputer Center, and

• move the results back to the user.

This example is exactly what we have been designing un-
der the NSF-sponsored Cyberinfrastructure for the Geo-
sciences (GEON) project; see, e.g., [1-15], and what
we are currently doing under the NSF-sponsored Cyber-
Share project. This is similar to what other cyberinfras-
tructure projects are trying to achieve.

1.4. Technical Advantages of Cyberinfrastructure:
a Brief Summary

In different knowledge domains, there is a large amount
of data stored in different locations; algorithms for pro-
cessing this data are also implemented at different loca-
tions. Web services – and, more generally, cyberinfras-
tructure – provide the users with an efficient way to sub-
mit requests without worrying about the geographic loca-
tions of different computational resources (databases and
programs) – and avoid centralization with its excessive
workloads [8]. Web services enable the user to receive
the desired data x1, . . . ,xn and the results y = f (x1, . . . ,xn)
of processing this data.

1.5. Main Advantage of Cyberinfrastructure:
the Official NSF Viewpoint

Up to now, we concentrated on the technical advantages
of cyberinfrastructure. However, its advantages (real and
potential) go beyond technical. According to the final re-
port of the National Science Foundation (NSF) Blue Rib-
bon Advisory Panel on Cyberinfrastructure, “a new age
has dawned in scientific and engineering research, pushed
by continuing progress in computing, information, and
communication technology, and pulled by the expanding
complexity, scope, and scale of today’s challenges. The
capacity of this technology has crossed thresholds that
now make possible a comprehensive ‘cyberinfrastructure’
on which to build new types of scientific and engineering
knowledge environments and organizations and to pursue
research in new ways and with increased efficacy.

Such environments and organizations, enabled by cy-
berinfrastructure, are increasingly required to address na-
tional and global priorities, such as understanding global
climate change, protecting our natural environment, ap-
plying genomics-proteomics to human health, maintain-
ing national security, mastering the world of nanotech-
nology, and predicting and protecting against natural and
human disasters, as well as to address some of our most
fundamental intellectual questions such as the formation
of the universe and the fundamental character of matter.”

1.6. Main Advantage of Cyberinfrastructure:
in Short

Cyberinfrastructure greatly enhances the ability of sci-
entists to discover, reuse and combine a large number of
resources, including data and services.

2. Towards Cyberinfrastructure-Related
Interdisciplinary Collaboration and
Education

2.1. Need for Inter-Disciplinary Collaboration
A successful cyberinfrastructure requires an intensive

collaboration between

• domain scientists – who provide the necessary infor-
mation and metadata, and

• computer scientists who provide the corresponding
cyberinfrastructure.

Moreover, since we combine data obtained by different
subdomains, we also need collaboration between repre-
sentatives of these subdomains.

2.2. Need for Inter-Disciplinary Education
For the collaboration between researchers from differ-

ent disciplines (even different sub-disciplines) to be suc-
cessful, we need to educate collaborating researchers in
the basics of each others’ disciplines.
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2.3. Inter-Disciplinary Collaboration and
Education: a Typical Communication
Situation

Let us give an example of a typical problem that we
encountered when we started collaboration within our
Cyber-ShARE Center.

• Suppose that a computer science has an interest-
ing idea on how to better organize the geosciences’
data and/or metadata. This is a typical collaboration
problem.

• Alternatively, a computer scientist may simply want
to teach, to a geosciences colleague, a few exist-
ing computer science ideas on how to organize data
and/or metadata. This is a typical education prob-
lem.

How to convey a computer science idea to a geoscientist?

2.4. First Possibility: just Convey This Idea
One possibility is simply to describe this idea in Com-

puter Science terms.
Alas, many of these terms are usually very specific.

Even many computer scientists – those whose research
is unrelated to cyberinfrastructure – are not very familiar
with these terms and with the ideas behind them.

The only serious way for a geoscientist to understand
and learn these terms, notions, ideas is to learn the mate-
rial of several relevant computer science courses – i.e., in
effect, to get a second degree in computer science. A few
heroes may end up doing this, but it is unrealistic to ex-
pect such deep immersion in a normal inter-disciplinary
collaboration.

2.5. Second Possibility: Try to Illustrate This Idea
in the Domain Science Terms

Alternatively, to make it clearer, a computer scientist
can try to explain his or her ideas on the example of a toy
geosciences problem.

The limitation of this approach is that the computer sci-
entist is usually not a specialist in the domain science (in
our case, in geosciences). As a result, his or her descrip-
tion of the toy problem is, inevitably, flawed: e.g., over-
simplified. Hence, the problem that the new idea is try-
ing to solve in this example is often not meaningful to a
geoscientist – and since the motivation is missing, it is
difficult to understand the idea.

2.6. Conveying a Problem: a Similar Situation
A similar situation occurs when instead of communi-

cating an idea, we try to communicate a problem. Specif-
ically, suppose that a geoscientist (or, more generally, a
domain scientist) has a real problem in which, he believes,
cyberinfrastructure can help.

Comment. There are such problems – otherwise, the geo-
scientist would not seek collaboration with a computer
scientist.

2.7. First Possibility: just Convey This Problem
One possibility is simply to describe this idea in the

geosciences terms.
Alas, these terms are usually very specific: even many

geoscientists – those whose research is unrelated to the
specific sub-domain – may be not very familiar with these
terms and with the ideas behind them.

The only serious way for a computer scientist to under-
stand and learn these terms, notions, ideas is to learn the
material of several relevant geosciences courses – i.e., in
effect, to get a second degree in the domain science. A
few heroes may end up doing this, but, as we have men-
tioned earlier, it is unrealistic to expect such deep immer-
sion in a normal inter-disciplinary collaboration.

2.8. Second Possibility: Try to Illustrate This Idea
in Terms Understandable to a Computer
Scientist

Alternatively, to make it clearer, a geoscientist can try
to explain his or her problem by using terms understand-
able to a computer scientist.

A limitation of this approach is that the geoscientist is
usually not a specialist in computer science. As a result,
his or her description of the problem is, inevitably, flawed:
e.g., oversimplified. Hence, the problem is difficult to un-
derstand.

2.9. Consequences
As a result of the above problems, our weekly meetings

– in which we tried to understand domain science prob-
lems and explain possible solutions – were, for a while,
not very productive. For a while, they turned into what
we called “fight club,” when

• a geoscientist would find (and explain) flaws in a toy
geosciences model that a computer scientist uses to
describe his or her ideas, while

• a computer scientist would find (and explain) flaws
in the way a geoscientist would describe his or her
problem.

2.10. And then We Succeeded
And then we – serendipitously – found a solution to

our struggles. After we found this solution, we started
thinking why it worked – and discovered an explanation –
via the matter-of-degree ideology.

2.11. Our Solution May Be Known, but Our
Explanation Seems to Be New

While our approach is probably known – at least there
exist other successful inter-disciplinary collaborations, so
some solutions have been found – we could not find a
theoretical explanation for its success. To the best of our
knowledge, our explanation is new.
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2.12. What We Would Like to Do: Our Main
Objective

Our main goal is to explain to others how this problem
can be solved – and thus, make other inter-disciplinary
collaborations more productive. This is what we plan to
do in this paper.

The fact that we are not simply proposing an empirical
solution, that we have a theoretical justification for our
successful strategy, hopefully makes our case more con-
vincing – so we hope that others will follow our strategy.

2.13. An Additional Objective
Since we have a theoretical explanation in terms of de-

grees (numbers), we hope to transform our original qual-
itative idea into a more precise quantitative strategy.

This is mostly the subject of future work: since it is
desirable not only to propose formulas, but also to show
that these formulas – based on an inevitably simplified
description of the communication situation – really work.
To convincingly test whether this idea works or not, we
need to have numerous examples of using this idea – and
to have these examples, we must first convince others to
use our strategy.

Thus, the convincing is still the main objective of this
paper.

3. Our Successful Empirical Approach to the
Inter-Disciplinary Collaboration Problem

3.1. Main Idea: Let Us Use Examples of Successful
Cyberinfrastructure Collaborations

The above problems may sound unsolvable if we re-
strict ourselves to a specific domain science. However, the
very fact that we are not starting from scratch, that there
are already examples of successful inter-disciplinary col-
laborations – shows that these communication problems
are solvable.

Describing these successful examples is a way to con-
vince scientists that collaboration is possible and poten-
tially beneficial.

It turns out that, moreover, these outside examples
themselves helped us to solve our communication prob-
lem.

3.2. What We Did
Instead of trying to describe his ideas in purely com-

puter science terms or on a toy geosciences example, a
computer scientist described these ideas on the example
of his applying similar ideas to a complete different area:
solar astronomy.

3.3. What Happened
This description was inevitably less technical – since

none of us is a specialist in solar astronomy – and there-
fore, much more understandable.

3.4. Positive Results
As a result, we got a much better understanding of the

original computer science idea.

3.5. Recommendation
When a communication problem occurs because of the

different areas of expertise of the describer and the re-
spondent, try to convey the message on the example on
a different domain, a domain in which both the describer
and the respondent have a similar level of sophistication.

4. Explanation in Terms of Degrees

4.1. Idea of Degrees
Every person has different degrees of knowledge in dif-

ferent areas.
There are many potential ways to measure these de-

grees. A natural way is to gauge the degree of expertise
the way we gauge the student’s knowledge: by counting
the proportion of correct answers on some test describing
the knowledge. In this case, the degree is a number be-
tween 0 and 1, with 0 representing no knowledge at all
and 1 meaning perfect knowledge.

Comment. This may sound like a probabilistic definition,
but it is important to notice that when the knowledge is
imperfect, the resulting knowledge is not a random selec-
tion. Usually, in every discipline, we have:

• the simplest facts that practically everyone knows,

• somewhat more sophisticated facts and results that
fewer people know,

• etc.,

• all the way to subtle technical details that only true
experts know.

An imperfect knowledge usually means that a person
knows all the facts and results of limited sophistication
level: from very basic when this knowledge is small to
very deep when the knowledge is greater.

For example, when a person has a basic level of un-
derstanding, this person knows the basic facts, but lacks
knowledge about more sophisticated details – so this per-
son’s idea of these details will be most probably wrong.

In general, the body of knowledge contains statements
of different degree of sophistication. Our definition of the
degree of expertise as simply a proportion means, crudely
speaking, that this body of knowledge contains an equal
number of statements at different levels of sophistication.

Similarly, it is reasonable to conclude that an individual
body of knowledge of a person in a certain area is equally
distributed between different levels – from the simplest to
the level of sophistication of this person.
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4.2. Let Us Use These Degrees in Our
Communication Problem

Let us re-formulate the above communication situa-
tions in terms of the corresponding degrees.

4.3. First Situation: a Specialist Conveys an Idea or
a Problem in the Terms of His/Her Discipline

Let us start with a situation in which a computer scien-
tist describes his/her ideas in computer science terms – or
a geoscientist describes his or her problem in geoscience
terms.

The first person, the person who describes the idea or
the problem is an expert in his or her area, so this person’s
degree d1 is close to 1: d1 ≈ 1. The original idea (or
problem) is therefore described on this persons’ level of
expertise.

The second person, the person to whom this idea (or
this problem) needs to be conveyed is not a specialist in
the corresponding terms, so his or her degree of expertise
d2 in the describer’s domain is much smaller: d2 ≈ 0.

By definition of the degree of expertise, this means that
only the d2-th part of the original idea – the part corre-
sponding to the sophistication level below this person’s
degree of expertise – will be properly understood. So,
the result degree of understanding d is equal to the re-
spondent’s degree of expertise d2 ≈ 0 in the describer’s
domain.

4.4. Second Situation: a Specialist Translates an
Idea or a Problem into the Terms of the Other
Discipline

Let us now describe a situation in which a computer
scientist tries to describe his/her ideas in geoscience terms
– or a geoscientist tries to describe his or her problem in
computer science terms.

The first person, the person who describes the idea or
the problem, is not an expert in the domain in which this
person is trying to describe, so this person’s degree of ex-
pertise d1 in this domain is close to 0: d1 ≈ 0. So, when
this person translates his or her idea (problem) into this
new domain, this translation is absolutely correct only at
the sophistication level d1.

In other words, while the main idea may be correct,
most technical details will be wrong – since the describer
is not an expert in the new domain.

The second person, the person to whom this idea (or
this problem) needs to be conveyed is a specialist in the
corresponding terms, so he or she will see all the errors
– and thus, will be unable to understand all the details
beyond the very basic, at the level d1.

Thus, the resulting degree of understanding is equal to
the describer’s degree of expertise d1 ≈ 0 in the respon-
dent’s domain.

4.5. General Case
Let us now consider a general case, when the describer

translates his or her idea (or problem) into a domain in

which he or she has a degree of expertise d1 and the re-
spondent has a degree of expertise d2.

In general, similar to the above two situations, there are
two problems that prevent us from perfect understanding:

• first, the describer’s level may be too low, so his or
her presentation has a lot of inaccuracies that prevent
understanding;

• second, the describer’s level may be too high, so his
or her presentation may be too sophisticated for the
responder to understand – which also prevents un-
derstanding.

Because of these two possible problems, let us consider
two subcases corresponding to the above two situations:

• when the new domain is closer to the describer’s area
of expertise, i.e., when d2 ≤ d1, and

• when the new domain is closer to the respondent’s
area of expertise, i.e., when d1 ≤ d2.

4.6. Case When d2 ≤ d1

In this case, the describer’s degree of sophistication in
the new domain is higher than the respondent’s, so the re-
spondent will not be able to detect inaccuracies in the de-
scriber’s presentation. The only problem here is that since
the describer’s level of sophistication d1 may be higher
than the respondent’s level d2, the corresponding part of
the presentation will not be clear to the respondent.

From all the knowledge corresponding to the levels of
sophistication from 0 to d1, only the parts corresponding
to levels from 0 to d2 ≤ d1 will be properly understood.
We have argued above that the knowledge is more or less
uniformly distributed across different levels of sophisti-
cation. Out of d1 different levels, only d2 levels lead to
understanding.

As a result, the proportion d of properly understood
message is approximately equal to the ratio d2/d1.

4.7. Case When d1 ≤ d2

In this case, the describer’s degree of sophistication in
the new domain is smaller than the respondent’s, so the
respondent will be able to understand all the terms that
the describer is using. However, because of the possible
difference of the levels of expertise, the respondent will
be able to detect inaccuracies in all the levels of sophisti-
cation beyond d1.

Thus, from all the knowledge corresponding to the lev-
els of sophistication from 0 to d2, only the parts corre-
sponding to levels from 0 to d1 ≤ d2 will be properly un-
derstood. We have argued above that the knowledge is
more or less uniformly distributed across different levels
of sophistication. Out of d2 different levels on which the
recipient receives information, only d1 levels lead to un-
derstanding.

As a result, the proportion d of property understood
message is approximately equal to the ratio d2/d1.
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4.8. General Formula
In both cases, the degree of understanding d can be ob-

tained by dividing the smallest of the degrees d1 and d2
by the largest of these two degrees:

d =
min(d1,d2)

max(d1,d2)
. . . . . . . . . . . . (1)

4.9. This Indeed Explain the Success of Our
Empirical Strategy

When the describer formulates his or message ei-
ther in his or her own domain terms or in terms of
the respondent’s domain, we have min(d1,d2) ≈ 0 and
max(d1,d2)≈ 1, so d ≈ 0.

When the describer instead formulates his or her own
message in the language of the third domain, in which
d1 ≈ d2, we have min(d1,d2)≈max(d1,d2) and therefore,
d ≈ 1.

5. Towards Precise Quantitative
Recommendations

5.1. What Will be the Ideal Case
According to the above Eq. (1), the degree of un-

derstanding d attains the largest possible value 1 when
min(d1,d2) = max(d1,d2), i.e., when both degrees of ex-
pertise coincide: d1 = d2. So, to maximize the degree of
understanding, we must find a common domain in which
both the describer and the respondent have the same level
of expertise.

5.2. Dependence on the Domain
In general, the further the area a from the person’s main

area of expertise a0, the smaller this person’s degree of
sophistication d(a) in this area a.

Let ρ(a,a0) describe the “distance” between different
domains. Thus, the degree d(a) should be a decreasing
function of this distance: d(a) = f (ρ(a,a0)) for some de-
creasing function f (ρ).

5.3. Dependence on the Expert
This function f (ρ) is, in general, different for different

experts:

• Some experts are more “narrow,” for them this de-
crease is more steep: for such experts, even for rea-
sonably close areas a≈ a0, the level of expertise d(a)
is very low.

• Some experts are more “broad”, they retain some
level of expertise even in sufficiently distant do-
mains a.

To take this difference into account, let us describe the
expert’s “radius” of possible expertise by r – we can de-
fine it, e.g., as the distance ρ(a,a0) at which the cor-
responding degree of expertise d(a) drops to a certain
threshold d0. The broader the expert, the larger this ra-
dius.

5.4. Resulting Formula
We can then reasonably conjecture that for all experts,

we have

d(a) = f0

(
ρ(a,a0)

r

)
. . . . . . . . . (2)

for some universal monotonically decreasing function
f0(ρ).

5.5. Towards Recommendations
We want to select a domain a for which d1(a) = d2.

Due to Eq. (2), this means that

f0

(
ρ(a,a01)

r1

)
= f0

(
ρ(a,a02)

r2

)
. . . . . (3)

Since the function f (ρ) is monotonic, this means that

ρ(a,a01)

r1
=

ρ(a,a02)

r2
. . . . . . . . . . (4)

5.6. Resulting Recommendation
Select an area a for which Eq. (4) holds.

5.7. Example
Let us consider the case when the domains are repre-

sented by points in a usual Euclidean space, with a stan-
dard metric ρ(a,a0). In this case, it is reasonable to look
for the location of a on the straight line

{α ·a01 +(1−α) ·a02 : 0 ≤ α ≤ 1} . . . . (5)

connecting the describer’s and the respondent’s areas of
expertise a01 and a02. For a point

a = α ·a01 +(1−α) ·a02 . . . . . . . (6)

on this line, Eq. (3) takes the form

α ·ρ(a01,a02)

r1
=

(1−α) ·ρ(a01,a02)

r2
. . . (7)

Dividing both sides of this equality by the distance
ρ(a01,a02) and multiplying both sides by r1 · r2, we con-
clude that

α · r2 = (1−α) · r1, . . . . . . . . . . (8)

hence

α =
r1

r1 + r2
. . . . . . . . . . . . . . (9)

and

a =
r1

r1 + r2
·a01 +

r2

r1 + r2
·a02. . . . . . (10)

5.8. An Alternative Recommendation
An alternative recommendation is to use an “inter-

preter,” i.e., a person who has a reasonable (although not
perfect) understanding in both fields.

Here, a describer first use the terms of his or her domain
to convey the idea (or problem) to the interpreter. In this
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transaction, because of the interpreter’s knowledge, the
degree of understanding d = min(d1,d2)/max(d1,d2) is
reasonably high.

The interpreter then translates the message into the re-
spondent’s domain and conveys thus translated message
to the respondent. Here, also, the degree of understanding
is reasonably high.

Comment. This strategy, by the way, works well too.We
hope that the above formulas will help to optimize this
approach as well.
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